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Data is Important because it:

- Helps in Corporate Aims
- Basis of Business Decisions
- Engineering Decisions
- Energy Budgets etc.....
- Data holds Key to proving you with useful insights into energy usage of your process
- Can help with operational planning, short term planning and strategic Planning
Data and Energy Management

- Your can’t manager what you don’t understand or control

- Seat of pants management days have long gone

- Lack of data is no excuse for poor performance

- Cheap storage has encouraged corporations to gather huge amounts of data - which are rarely used in the decision making processes – data overload

- The lack of friendly tools to analysing this data is probably the main cause of this problem
Using AI to improve your business

<table>
<thead>
<tr>
<th>Behavioural Style</th>
<th>Traditional Approach</th>
<th>Artificial Intelligence Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problems</td>
<td>Fixing</td>
<td>Preventing</td>
</tr>
<tr>
<td>Problem Solving</td>
<td>Expert Based</td>
<td>Based on data/systems</td>
</tr>
<tr>
<td>Analysis</td>
<td>Experience</td>
<td>Data</td>
</tr>
<tr>
<td>Focus</td>
<td>Product</td>
<td>Process</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Reactive</td>
<td>Proactive</td>
</tr>
<tr>
<td>Reasoning</td>
<td>Experience Based</td>
<td>Statistically Based</td>
</tr>
<tr>
<td>Outlook</td>
<td>Short Term</td>
<td>Long Term</td>
</tr>
<tr>
<td>Decision Making</td>
<td>Intuition</td>
<td>Data Based</td>
</tr>
<tr>
<td>Direction</td>
<td>Seat of pants</td>
<td>Benchmarking/Metrics</td>
</tr>
<tr>
<td>Control</td>
<td>Centralised</td>
<td>Localised with AI</td>
</tr>
<tr>
<td>Improvements</td>
<td>Dumb Automation</td>
<td>Continuous Optimisation</td>
</tr>
</tbody>
</table>
Artificial Intelligence Techniques

- Data Mining for process and product improvements and management information systems
- Neural networks to mimic processes
- Intelligent sensors
- Soft Sensors
- Supervisory Control
- Advanced Control
- Monitoring and Diagnostic Analysis
- Optimisation
- Scheduling
- Process Modelling and Simulation
- Knowledge Based systems for product improvements and management information systems
The power of Data

- Data files can be records of the behaviour, performance of machines, processes, environmental data, the environment, etc.

- Accumulating data files has been perceived as just information gathering for future use, when in reality it can represent information overload or clutter unless relationships and patterns in the data can be derived.

- As such, data files can be viewed as reservoirs of knowledge that can be “mined” to discover relationships, patterns and rules. The objective of data mining is to learn from this data is to extract such useful knowledge.
Learning from Data

Learning from data falls into two categories - symbolic and connectionist learning

- Symbolic learning can generate rules and patterns from data files – like decision trees

- Connectionist learning generates networks of processing units from the same data – such as neural networks

- By definition, symbolic learning generates results that are understandable to the human user - such as decision trees
Learning from Data

- Connectionist learning builds numeric computer models from data, with typical members of this latter category being Neural Networks.

- While the accuracy of connectionist models can often be very good, they suffer from a lack of understandability - a 'black box’ solution.
Combing the Techniques

- The power of data mining combined with the modelling and prediction accuracy of neural networks and the optimisation power of genetic algorithms can all be used to provide an insight in process plant operations that were not easily obtainable before.

- Using data mining, industrial systems and processes can be “Mined” to obtaining important rules and patterns hidden in the data

- Neural Networks can then be set to work to model processes and provide predictions on process outcomes for different input values

- Genetic Optimisation techniques can use the information learned in the data mining exercise to optimise an aspect of the process such as energy usage, cost of production or production rates
Learning from Data

- It's an alternative knowledge engineering strategy if the data represents records of expert decision making.
- It can derive new patterns and relationships that improve our understanding of a certain process and therefore enable us to make better decisions in the future.
- Data models can be used to predict the outcome of future events.
Learning from data

- Data mining aim is to establish the significant input variables and determine how they affect the output capability of the process such as what variables have the most significant effect on the energy used in a refrigeration process, a boiler energy usage etc.

- Data Mining may extract many such pattern rules from a data file.

- It may only take a handful of deduced rules to provide invaluable information about your process
Brewery Data Mining

Data Mining in a Brewery

Diagram showing the flow of steam and processes in a brewery.
Brewery Data Set
Conventional Data Analysis

Linear Statistical Modeling

- Developed in 1970’s
- Used only a few variables
- Used much computational Resources
- Can’t scan/exploited all data
- Too many assumptions made and maybe key variable omitted or their effect on domain of interest is unknown
- Accuracy variable and job specific
The basic problems with Simple Data Analysis Systems

- Can’t cope with multi-variable, non-linear processes - assume a linear world that transforms all relations to simple lines with known starting values.
- Lack “intelligence” - the ability to think like humans.
- Can’t analyse data effectively, especially with large data sets with interrelation dependents between variables.
- Only consider a subset of all plant data at a time - and may miss an important parameter.
- Assume key properties such as specific heat capacity or thermal conductivity don’t change with time.
Linear and Non-Linear Models

Linear Models

- A **linear model** uses parameters that are constant and do not vary throughout a simulation. This means that we can enter one fixed value for the parameter at the beginning of the simulation and it will remain the same throughout.

- A **non-linear model** introduces dependent parameters that are allowed to vary throughout the course of a simulation run, and its use becomes necessary where interdependencies between parameters cannot be considered insignificant.
Linear Models

- In a linear model, all the parameters are independent of each other.

- In the real world however, parameters are always dependent upon other parameters to some degree, but in many cases the dependency is so small it can be ignored.

- For example, the density of any solid material is dependent upon its temperature, but the variation is generally so small over normal temperature ranges that it can be ignored – unless the temperature range is large.

- Where possible, it is always best to use a linear model, as it is simpler and faster running than a non-linear model but if significant inter-dependencies exist a non-linear model is best.
Linear and Non Linear Models

- The choice between using a linear and a non-linear model is dependent upon how significantly the values of any of the parameters involved vary in relation to any of the other parameters.

- To model a non-linear parameter, we must update the simulation material parameters at each iteration step of the simulation to take into account the change in say conductivity for varying temperature changes for that iteration.
Chaos Theory

- Chaos theory is a field of study in studying the behaviour of dynamic systems that are highly sensitive to initial conditions and rendering their potential outcomes chaotic and their outcome not predictable.

- Example of chaotic systems with behaviours include:
  - The weather
  - Human reactions and behaviour (and impact on HVAC KPI)
Data Mining Architecture

- Data Warehouse
- Server
- Client

- Data Query Reporting
- Data Visualisation
- Automatic Pattern Discovery

- Manual discovery
- Semi manual discovery
- Data Mining
Various Typical Energy Analysis Techniques
Typical Manual Visualization Techniques
Problems with interoperating many influencing factors associated with energy usage
Problems with interoperating many influencing factors associated with energy usage - Data Overload
In some circumstances, a more detailed analysis is appropriate

- For major energy users
- Where energy is a complex issue affected by multiple influencing factors
- Where there is access to substantial historical data, for example from a data historian

Data mining has the following characteristics:

- It handles massive databases
- It finds patterns automatically
- It expresses the patterns as a set of rules
Data mining Output – Decision Tree
The decision tree shown in above represents a set of rules generated in a data-mining analysis. The rules identify the key driver for the energy use of a refrigeration system and quantify the impact of that driver. The highlighted "route" through the tree is characterized by the following rule:

- If the solvent temperature is > 223°C and < 214°C
- Based on the 86.67% probability that is identified under "Attributes" on the right-hand side of the tree, the energy use is determined by the analysis under these conditions to be 67,167 kWh

Rules are generated automatically in such an analysis. The user defines only the objectives and influencing factors. The process essentially subdivides historical operations into modes; where energy use is different, the modes are characterized by rules.
A more complex analysis
A more complex analysis

- A real analysis will create substantially more complex decision trees (as there are more complex rules), such as the one illustrated in diagram above. Such a tree was able to:
  - Identify key drivers involved
  - Quantify the impact on energy use
  - Identify the best operating modes
  - The results was able to identify a process point for the liquid flow and reagent use that determines with a 50.59% probability that energy consumption will be 193,965 kWh under these conditions.
Stages of an initial data-mining analysis

1. Understand Process Operation
2. Define Performance Objectives
3. Identify and Collect Historical Operational Data
4. Data Cleaning
5. Data Analysis (manual / Visualisation/Data mining)
6. Interpretation
7. Develop Opportunities
8. Implementation
Boiler Analysis
Data Mining of Boiler Parameters
The result

- The impact of manifold header pressure on the operating cost is illustrated in the decision tree – only that is partially illustrated in above.

- In this case it shows that a higher steam pressure reduces the operating cost per unit of steam produced.

- In comparison, the simple linear plot of cost vs. manifold steam pressure would not clearly show the influence of manifold steam pressure. This is due to the changes within the data set that are happening for many other factors that affect boiler performance.
Examples of Typical Applications of Advanced Computational Techniques in Energy Management

- Data Mining to identify a complex process KPI’s

- Data Mining to establish the level of importance process parameters contribute to energy usage in a particular process or domain of interest

- Model of utility plant operations using Data Mining. Use captured data to model input/output relationships with Neural Networks. Like transfer functions but more easier to do.

- Using Genetic Algorithms to optimise plant operations after data mining to discover key process attributes (like classical operational optimisation using linear programming)
Establishing Targets in EnMS

Targets are expected performance values that can be compared with actual performance to discover whether a plant or process is performing well or not. Targets take several forms, including the following:

- Historical average performance is a commonly used target. These can be used to alert operations staff when performance is below average.
- The simplest form of such a target is the average energy use during an earlier period, for example, the last year or the last month.
- Often, targets will have some adjustment for external influencing factors, such as production rate or ambient temperature. Typically, this adjustment is based on a regression or multiple-regression analysis.
Using Data Mining to set better targets

- The accuracy and robustness of targets is vitally important in energy management systems. An incorrect target will be misleading and improvements may not be reflected in the calculations or poor performance may not be identified.

- Poor targets result in a loss of confidence in monitoring and ultimately failure to achieve energy savings.

- A more sophisticated historical target can be developed using data mining and similar techniques. More data can be analysed, more influencing factors can be accounted for, and the root cause of poor targeting - non-linear relationships can be handled effectively.
Real Time Targeting
Real Time Target Setting
Historical v Best Practice

- A target produced from a detailed analysis of data collected (for example, hourly or every 15 minutes) should be sufficiently accurate to implement on-line in real time.
- The benefits of this include more rapid identification of operating problems.
- The present use of historical average performance can be considered a benchmark against which future performance can be compared. It represents what typically would have happened had no changes (improvements) been made.
- A best-practice target identifies what a process or plant could achieve if it were operated well.
- It differs from average historical performance since it is based on facts about the improvement potential not on just past out of date performance.
Determining Best Practice Performance

- Alternatively, best-practice targets can represent the best performance achieved in the past, given the particular (external) conditions. This can be discovered from historical operating data using data mining and similar techniques.

- A best-practice target is discovered by identifying periods of operation in the past where external conditions were similar to those currently in place and then selecting the best performing period as the target temperatures, pressures, flows, etc., that are
Neural Networks

- Neural networks can be used to empirically model non-linear data, to continually learn in an online mode, and to provide recommendations back to engineers, operators or directly to the control to keep the unit tuned.

- To determine the optimum solution the neural network uses evolutionary search algorithms to perform a sophisticated version of ‘what if’, identifying appropriate set points for the current operating conditions.
Applications of Neural Networks

There are many process “parameters” that we cannot measure although experience process operators know the range of operational parameters that results in best quality or process output. Examples include:

- Stickiness of adhesives, Glass Quality, Taste etc. These are often provided by laboratory analyses resulting in infrequent feedback and substantial measurement delays, rendering automatic process control impossible.

- Inferential estimation is one method that has been designed to overcome this problem. The technique has also been called 'sensor-data fusion' and 'soft-sensing'. 
Rule Induction Decision Tree
Optimisation

Industrial Processes are rarely optimized and stray of optimisation easily

- Selecting the economically optimal trade-off between energy, raw material conversion rates etc.

- Evaluate potential return on investments resulting from optimised set points. Compare this result to current set points.
Optimisation using Genetic Algorithms

- Previously optimum solutions expensive to find and required high computational power

- Examples of Optimisation:
  - Optimising production mix to maximise production and minimise energy costs
  - Load management
  - Process scheduling
Optimisation using Genetic Algorithms

Genetic algorithms

- Evolve superior solutions from a population of solutions
- Generations of solutions are improved by “Survival of Fittest”
- For each generations, the solutions are assessed and the poor ones discarded and good one cross bred to give the next generation – getting closure to the optimum
The Benefits of Process Optimisation

- Increased Yield
- Higher and more consistent Quality
- Reduced energy and environmental Impact
- Fewer process and plant trips
- Increased Throughput
- Reduced Maintenance and Longer plant life
- Reduced Manpower
- Improved Environmental performance
- Increase Safety